
Highlights

• Arctic sea ice extent and solid freshwater in 14 CORE-II models are inter-compared

• The models better represent the variability than the mean state

• The September ice extent trend is reasonably represented by the model ensemble

mean

• The descending trend of ice thickness is underestimated compared to observations

• The models underestimate the reduction in solid freshwater content in recent years
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Abstract

The Arctic Ocean simulated in fourteen global ocean-sea ice models in the framework

of the Coordinated Ocean-ice Reference Experiments, phase II (CORE II) is analyzed.

The focus is on the Arctic sea ice extent, the solid freshwater (FW) sources and solid
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freshwater content (FWC). Available observations are used for model evaluation. The

variability of sea ice extent and solid FW budget is more consistently reproduced than

their mean state in the models. The descending trend of September sea ice extent is well

simulated in terms of the model ensemble mean. Models overestimating sea ice thickness

tend to underestimate the descending trend of September sea ice extent. The models

underestimate the observed sea ice thinning trend by a factor of two. When averaged on

decadal time scales, the variation of Arctic solid FWC is contributed by those of both

sea ice production and sea ice transport, which are out of phase in time. The solid FWC

decreased in the recent decades, caused mainly by the reduction in sea ice thickness.

The models did not simulate the acceleration of sea ice thickness decline, leading to an

underestimation of solid FWC trend after 2000. The common model behaviour, including

the tendency to underestimate the trend of sea ice thickness and March sea ice extent,

remains to be improved.
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1. Introduction

The Arctic Ocean is an important component of the climate system. It closely in-25

teracts with the atmosphere at the surface and is connected with the large scale ocean

circulation through its gateways. Sea ice, a unique feature of the high latitude oceans,

modifies the planetary albedo and impacts on the air-sea heat, momentum, mass and gas

exchange. Arctic sea ice has retreated significantly in recent years (Kwok and Rothrock,

2009; Comiso, 2012; Cavalieri and Parkinson, 2012; Stroeve et al., 2012a; Laxon et al.,30

2013), causing amplified warming in the Arctic region (Serreze and Barry, 2011) and far-

reaching impact on the Earth System (Bhatt et al., 2014). The Arctic Ocean is a large

freshwater (FW) reservoir due to river runoff, net precipitation (P-E) and FW import

from the Pacific (Serreze et al., 2006; Dickson et al., 2007). The excess FW is exported to

the subpolar North Atlantic, which can influence the upper ocean stratification and deep35

water formation, and thus the meridional overturning circulation (e.g., Aagaard et al.,

1985; Goosse et al., 1997; Hakkinen, 1999; Wadley and Bigg, 2002; Jungclaus et al., 2005).

At depth the intermediate water leaves the Arctic Ocean through Fram Strait, supplying

dense waters that overflow into the Atlantic proper and then feed the North Atlantic Deep

Water (Rudels and Friedrich, 2000; Karcher et al., 2011). Because of its essential role in40

the climate system, understanding the functioning of the Arctic Ocean and predicting its

future are among the key topics of climate research.
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Improved understanding of the Arctic Ocean has been achieved by using both ob-

servations and numerical simulations (see reviews by Proshutinsky et al., 2011; Haine

et al., 2015; Carmack et al., 2015). As model uncertainty can impact on the robustness45

of both physical mechanisms and climate changes inferred from model simulations, as-

sessment of model performance is necessary. Model intercomparison is a useful method

to illustrate model consistency and spread, thus helping to identify required model im-

provements. Model intercomparisons for the Arctic Ocean have been carried out based

on both coupled climate models (e.g., Holland et al., 2007; Rawlins et al., 2010; Stroeve50

et al., 2012a) and forced ocean-ice models (e.g., Holloway et al., 2007; Karcher et al.,

2007; Johnson et al., 2007; Jahn et al., 2012a; Johnson et al., 2012). The latter studies

are based on models participating in the Arctic Ocean Model Intercomparison Project

(AOMIP, Proshutinsky et al., 2011).

In this work we analyze and compare the ocean and sea ice properties in the Arc-55

tic Ocean simulated by models participating in the Coordinated Ocean-ice Reference

Experiments, phase II (CORE-II) project. Model intercomparison under the CORE-II

framework has a few advantages. First, all ocean-ice models are driven by the same

atmospheric state, the CORE interannual forcing (Large and Yeager, 2009), and use

the same (NCAR) bulk formulae (see the CORE-II protocol described by Griffies et al.60

(2012)). A common atmospheric state helps to isolate model-dependent uncertainty from

that induced by different atmospheric states. Second, all participating models are global

ocean-ice models, which have been used in different coupled climate models. Many of

these climate models have participated in the Climate Model Intercomparison Project

(CMIP). Model (in)consistency diagnosed from these ocean-ice models can provide infor-65

mation not only to Arctic researchers, but also to climate model developers for improving

their Arctic Ocean components. Third, model intercomparisons for different topics and

regions of the world ocean are done in parallel under the CORE-II framework (see other

papers in this special issue). The combination of these studies will provide an overall

view on the current status of global ocean-ice models used in climate research. We hope70

that the joint efforts can provide information useful to improve overall climate model

integrity.

Our focus in the CORE-II Arctic framework is on the Arctic sea ice extent and
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concentration, the solid and liquid FW budget, and the Arctic intermediate water layer.

We discuss which characteristics are more consistently simulated in the models and what75

common issues exist among them. Comparisons are made to available observations. We

will compare and discuss the simulated properties, but their impact on the large scale

circulation is beyond the scope of this work. We try to present the model intercomparison

with a broad view including the three major Arctic topics mentioned above. This is in

line with the pedagogic aspect of the CORE project. In order to maintain the readability80

we split the large content into three papers. This paper deals with Arctic sea ice extent

and solid freshwater. The other two papers focus on the Arctic liquid freshwater (Wang

et al., 2015) and the hydrography in the Arctic Ocean (Ilicak et al., 2015) respectively.

1.1. Participating models

Data from fourteen CORE-II models are analyzed in this paper. Thirteen of them85

were described in the first CORE-II paper focused on the North Atlantic (Danabasoglu

et al., 2014)1. One new model is the global 0.25o MOM. Adding it to the analysis serves to

provide information on how fine horizontal grid spacing can influence simulation results.

The models are listed in Table 1, together with the groups names operating the models

and the basic model configuration information. Seven different sea ice models are used90

in the fourteen ocean-ice models (see Appendix A for descriptions of the sea ice models).

Most of the models use z-level (or z∗) coordinates, except for three models with isopycnal

or hybrid vertical grids (GOLD, FSU and Bergen). One model is an unstructured-mesh

model (AWI-FESOM), configured with traditional climate model resolution for the pur-

pose of the CORE-II project. Among the participating models, ten models have nominal95

1o horizontal resolution, three with 0.5o, and one with 0.25o. The resolution in km varies

significantly in space and direction in the Arctic Ocean, so we can only give very approx-

1The analysis done for this paper discovered a bug in the CERFACS NEMO model. The NEMO grid

is folded at the North Pole for an entire grid line going from Canada to Asia at 78oW. On this specific

grid line, the wind forcing fields need to be rotated onto the local grid coordinates. This is not correctly

done in the CERFACS simulation, leading to spurious signals in ice dynamical fields (e.g., as shown by

the sea ice concentration in Figure 4). It is found that this bug has a very local imprint and did not

significantly influence the freshwater budget analyzed in this work.
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Table 1: Summary of the ocean and sea-ice models in alphabetical order according to the participating

group name (first column). The table includes the name of the combined ocean-sea ice configuration (if

any); the ocean model name and its version; the sea-ice model name and its version; vertical coordinate

and number of layers/levels in parentheses; orientation of the horizontal grid with respect to the North

Pole/Arctic; the number of horizontal grid cells (longitude, latitude); and the horizontal resolution

(longitude, latitude). In MRI-A and MRI-F, the vertical levels shallower than 32 m follow the surface

topography as in sigma-coordinate models. In AWI-FESOM, the total number of surface nodes is given,

because it has an unstructured grid. The suite of participating models include 13 models analyzed in

the CORE-II North Atlantic paper (Danabasoglu et al., 2014), and one 0.25o fine horizontal grid spacing

model (MOM0.25). FSU-HYCOM has a new model version for the CORE-II study (Danabasoglu et al.,

2015), but it is not included in this work.

Group Configuration Ocean model Sea-ice model Vertical Orientation Horiz. grid Horiz. res.

AWI FESOM 1.4 FESIM 2 z (46) Displaced 126000 Nominal 1o

Bergen NorESM-O MICOM CICE 4 σ2 (51+2) Tripolar 360× 384 Nominal 1o

CERFACS ORCA1 NEMO 3.2 LIM 2 z (42) Tripolar 360× 290 Nominal 1o

CMCC ORCA1 NEMO 3.3 CICE 4 z (46) Tripolar 360× 290 Nominal 1o

CNRM ORCA1 NEMO 3.2 Gelato 5 z (42) Tripolar 360× 290 Nominal 1o

FSU HYCOM 2.2 CSIM 5 hybrid (32) Displaced 320× 384 Nominal 1o

GFDL-MOM ESM2M-ocean-ice MOM 4p1 SIS1 z∗ (50) Tripolar 360× 200 Nominal 1o

GFDL-UNSW MOM0.25 MOM 5 SIS1 z∗ (50) Tripolar 1440× 1070 Nominal 0.25o

GFDL-GOLD ESM2G-ocean-ice GOLD SIS1 σ2 (59+4) Tripolar 360× 210 Nominal 1o

Kiel ORCA05 NEMO 3.1.1 LIM 2 z (46) Tripolar 722× 511 Nominal 0.5o

MRI-A MRI assimilation MOVE/MRI.COM 3 MK89; CICE z (50) Tripolar 360× 364 1o × 0.5o

MRI-F MRI free run MRI.COM 3 MK89; CICE z (50) Tripolar 360× 364 1o × 0.5o

NCAR POP 2 CICE 4 z (60) Displaced 320× 384 Nominal 1o

NOC ORCA1 NEMO 3.4 LIM 2 z (75) Tripolar 360× 290 Nominal 1o
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imate mean values. MOM0.25 has about 12 km horizontal resolution, Kiel-ORCA05 and

FESOM have about 24 km, and the other models have about 48 km.

One of the participating models, MRI-A, is a global ocean data assimilation system.100

It is the same as MRI-F except that temperature and salinity observational data are

assimilated into the model. It was run for 70 years starting from model year 231 of the

MRI-F integration. The first 10 years are treated as a spin-up phase and the last 60 years

(associated with the period of CORE-II forcing) are used in this work. Its results are

compared to other models to provide information on whether the assimilation improves105

the key diagnostics of the Arctic Ocean. However, we do not include it for calculating

model ensemble means.
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Figure 1: Arctic Ocean bottom topography [m]. The Arctic gateways discussed in the paper are shown

with red lines. BSO stands for southern Barents Sea Opening, BKN for Barents/Kara Seas northern

boundary, and CAA for Canadian Arctic Archipelago.

In this paper we define the Arctic Ocean domain with the following four gateways:
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Bering Strait, Fram Strait, Davis Strait, and the Barents and Kara Seas northern bound-

ary (BKN) (see Figure 1). Bering Strait is the only gateway connecting the Arctic Ocean110

with the Pacific. In the Atlantic sector, the Arctic Ocean is connected with the Nordic

Seas via Fram Strait, with the Labrador Sea via Davis Strait, and with the Barents/Kara

Seas then the Nordic Seas via the BKN. We take Davis Strait rather than the Canadian

Arctic Archipelago (CAA) as one of the Arctic Ocean boundaries for simplicity because

the number of CAA passages connecting the Arctic Ocean and Baffin Bay is different115

among the models.

Table 1 shows the basic model configurations, therein we list the models in the al-

phabetical order with respect to the names of the contributing groups. In all figures

and other tables in this paper, we will group the models according to types of vertical

coordinates and model origins, when possible. The five models based on NEMO are put120

closer, the same for the two MOM models with different horizontal resolution, the three

isopycnal (and hybrid) models, and the free-run and assimilated MRI models.

1.2. Basic concepts

Sea ice extent. The decline of Arctic sea ice, with possible impact on different components

of the Earth System (Bhatt et al., 2014), has emerged as a leading signal of global125

warming. The mean state and decline of sea ice need to be quantified, often by using

the so-called sea ice extent, which is defined as the sum of ice covered areas with sea ice

concentrations of at least 15%. The sea ice concentration is the fractional area of the

ocean covered by sea ice.

Sea ice area, the summed product of the ice concentration and area of each data ele-130

ment within the ice extent, is another widely used quantity for describing sea ice cover. In

this work we only assess the simulated sea ice extent, and note that the descending trends

of Arctic sea ice extent and area are different, especially when compared for particular

regions and seasons (Cavalieri and Parkinson, 2012; Comiso, 2012).

For evaluating the sea ice extent, we compare both the simulated mean state and135

trend with satellite observations (Fetterer et al., 2002). The comparison is made for

September and March when the Northern Hemisphere (NH) sea ice extent has minimum

and maximum, respectively (note that the maximal and minimal descending trends are in
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September and May, respectively, for the period of 1979 - 2010 (Cavalieri and Parkinson,

2012)). In addition to the total NH sea ice extent, we also evaluate the models for one140

chosen region, the Barents Sea, where most significant sea ice retreat is predicted in

simulations of future climate (Koenigk et al., 2013).

Arctic freshwater. The Arctic Ocean is a big FW reservoir (Serreze et al., 2006; Dickson

et al., 2007). It receives FW as river runoff, precipitation and inflow from Bering Sea.

The amount of FW stored in the Arctic Ocean is an important index that can be used to145

describe the climate status of the Arctic Ocean. The excess FW received by the Arctic

Ocean is finally released to the North Atlantic through Fram and Davis Straits. Due

to the proximity to the deep water formation sites and potential impact on large scale

ocean circulation (Dickson et al., 1988; Goosse et al., 1997; Hakkinen, 2002; Wadley and

Bigg, 2002), the FW flux from the Arctic Ocean to the North Atlantic is one of the key150

variables describing the linkage between the Arctic and subpolar regions.

FW in the Arctic Ocean exists in the solid form mainly as sea ice and in the liquid

form mainly located in the upper ocean. We call sea ice and particular ocean waters FW

because their salinity is lower than a reference value, which is chosen according to the

context of discussed topics. For example, if one wants to study the impact of Arctic FW155

export on the deep water formation in the North Atlantic, she/he will take the mean

salinity of the subpolar North Atlantic as the reference salinity; if one analyzes the FW

budget in the Arctic Ocean, she/he might choose a value representing the mean state of

the Arctic Ocean. In this paper we focus on the Arctic region, so we take 34.8, a value

close to the mean salinity in the Arctic basins as the reference salinity following Aagaard160

and Carmack (1989) and Serreze et al. (2006). Using this common value allows us to

compare the model results directly with the synthesized Arctic FW budget (Serreze et al.,

2006; Haine et al., 2015) and analyses in many observational and model studies2.

Understanding the Arctic FW budget involves quantifying both the Arctic FW storage

and sources, including fluxes through the gateways. The FW storage in the Arctic Ocean165

2Note that slightly different reference salinity values have also been used in literature. See the com-

ments on the choice of reference values and the definition of FW by Bacon et al. (2015) and Carmack

et al. (2015).
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can be quantified using the so-called freshwater content (FWC), which is the amount of

zero-salinity water required to be taken out from the ocean (or sea ice) so that the ocean

(or sea ice) salinity is changed to the chosen reference salinity. The FW flux through a

gateway is similarly defined as the equivalent flux of zero-salinity water. See Appendix

B for how the FWC and FW fluxes are calculated. When we evaluate the Arctic FW170

storage and sources, we will focus on three aspects: mean state, interannual changes and

seasonal variability, and the model ensemble means are also assessed at the end.

1.3. Model spin-up

The CORE-II atmospheric state used to the drive the models covers 60 years from

1948 to 2007 (Large and Yeager, 2009). All models are run for 300 years, corresponding175

to 5 consecutive loops of the 60-year forcing period following the CORE-II protocol

(Griffies et al., 2012). The first 4 loops are considered as model spin-up and the model

intercomparisons use the 5th loop. Because the Arctic sea ice retreats in the recent

decades and each model loop starts from the end of the preceding loop, the simulated

Arctic Ocean experiences vigorous adjustment at the beginning of each loop. For example,180

the low sea ice extent and thickness at the end of 2007 increases after the atmospheric

state is changed back to 1948 in the next model loop. When discussing the model results,

we only take the last 30 model years of the 5th model loop, if not otherwise mentioned.

Only using the last 30 years helps to reduce the influence of the loop to loop adjustment

on our analysis, although this choice is somewhat arbitrary as we do not know exactly how185

long the adjustment can affect the ocean-ice system. Observations available for model

evaluation are concentrated in the period of the last three decades, which is another reason

for us to focus on this period. Although our discussion focuses on the last 30 years, in

most of the plots of time series in this paper we show the whole 5th loop because the

information can be useful for readers who are interested in a longer time period.190

The paper is organized as follows. First we discuss sea ice extent and concentration

in Section 2, then the solid FW budget is assessed in Section 3. The concluding remarks

are given in Section 4.
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2. Sea ice extent and concentration

Continuous satellite observation of sea ice concentration started in 1979. This obser-195

vation period is characterized by a significant decline of the Arctic sea ice cover (Parkin-

son et al., 1999; Serreze et al., 2007; Comiso and Nishio, 2008; Parkinson and Cavalieri,

2008). The sea ice retreat continued to accelerate in the recent decade, the most strongly

in September (Stroeve et al., 2012b; Cavalieri and Parkinson, 2012; Comiso, 2012). A few

September sea ice extent minima have been observed since 2002. A record minimum was200

seen in 2005, and then the Arctic sea ice extent in September 2007 fell to a lower value,

more than 20% below the 2005 minimum (Comiso et al., 2008; Stroeve et al., 2008).3

The accelerated sea ice retreat involves a suite of linked processes including increasing air

temperature and enhanced ice-albedo feedback (Stroeve et al., 2012b), and contributes

to amplified Arctic warming (Serreze and Barry, 2011).205

Due to its crucial roles in the climate system, the status of sea ice is among the

key model variables that need to be evaluated. In this section we assess the Northern

Hemisphere (NH) sea ice extent and concentration simulated in the CORE-II models

by comparing to the satellite observations, which are regularly updated (Fetterer et al.,

2002). The mean state and trend of NH sea ice extent is discussed in Section 2.1 and210

2.2, respectively. The Arctic sea ice declines regionally at different rates (Cavalieri and

Parkinson, 2012), so it is also interesting to assess the simulated sea ice on a regional

basis. In this paper we do not attempt to compare all the Arctic regions, and only focus

on one particular shelf sea, the Barents Sea, where most significant sea ice retreat is

predicted in simulations of future climate (Koenigk et al., 2013). This is presented in215

Section 2.3. A summary on the model ensemble mean is given in Section 2.4.

2.1. Mean state

The modelled NH sea ice extent in the last model loop is shown in Figure 2 together

with the NSIDC observation (Fetterer et al., 2002). In both September and March, the

simulated NH sea ice extent among the models is spread around the observed values.220

3So far the lowest Arctic sea ice extent was observed in September 2012, beyond the period of model

integration.
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Figure 2: Northern Hemisphere (left) September and (right) March sea ice extent [106km2] in the last

model loop. Note that the assimilation model MRI-A is not used in the calculation of the model ensemble

mean. The observation from NSIDC (Fetterer et al., 2002) is shown with gray lines for the period of

1979-2007.
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We define the model spread as the standard deviation of the mean sea ice extent. The

model spread in September is about 26% of the observed mean sea ice extent, much

larger than the spread in March (see Table 2). The growth of sea ice extent in freezing

seasons is confined by the continents around the Arctic Ocean, which can partly explain

the smaller model spread in March. The September sea ice extent is overestimated in five225

models (AWI-FESOM, CERFACS, Kiel-ORCA05, NOC and MRI-F), and significantly

underestimated in four models (NCAR, CMCC, FSU-HYCOM, Bergen). In the latter

four models, the September sea ice extent drops to anomalously low levels already at

the end of the 1990s. Except for these four models, all other models produced lowest

September sea ice extent in 2007 in the model integration period, in agreement with the230

observation.

Table 2: Northern Hemisphere (NH) sea ice extent: mean, standard deviation (STD), correlation with

observation, linear trend, and the 2007 value. The last two columns show the model ensemble mean and

spread.1

Observation NCAR AWI MOM MOM0.25 CERFACS CNRM Kiel NOC CMCC MRI-F MRI-A GOLD FSU Bergen mean spread

September

mean 6.95 3.99 8.18 6.30 5.96 8.12 6.46 7.85 7.76 2.14 7.65 6.84 6.52 4.00 5.27 6.17 1.87

STD 0.58 1.44 0.61 0.89 0.66 0.42 0.86 0.43 0.49 1.04 0.57 0.61 0.98 1.54 1.47 0.88 0.40

correlation 0.71 0.76 0.63 0.73 0.67 0.67 0.74 0.64 0.68 0.79 0.80 0.62 0.72 0.60 0.69 0.06

trend 79-03 -5.3 -11.0 -2.7 -6.4 -4.4 -2.5 -5.9 -2.1 -2.6 -5.2 -3.5 -4.2 -7.5 -10.9 -12.8 -6.0 3.6

trend 79-07 -7.2 -11.3 -4.9 -8.9 -5.5 -4.3 -8.5 -3.9 -4.5 -6.0 -5.4 -4.9 -9.0 -10.4 -13.6 -7.2 3.0

2007 ice extent 4.30 1.21 6.09 3.12 4.31 6.34 3.23 6.31 5.80 0.64 5.69 5.26 3.89 1.93 1.98 3.89 2.04

March

mean 15.72 15.20 15.98 16.06 14.78 15.66 15.38 14.78 15.87 14.57 15.33 14.43 16.40 16.60 15.06 15.51 0.64

STD 0.34 0.22 0.25 0.22 0.24 0.21 0.15 0.24 0.28 0.20 0.29 0.38 0.24 0.29 0.21 0.24 0.04

correlation 0.65 0.66 0.60 0.76 0.59 0.76 0.65 0.46 0.80 0.45 0.37 0.68 0.21 0.67 0.61 0.16

trend 79-03 -3.4 -1.4 -1.3 -1.1 -1.6 -1.3 -0.7 -0.9 -1.8 -1.2 -2.1 -3.3 -0.9 -1.3 -1.7 -1.3 0.4

trend 79-07 -4.7 -2.7 -3.1 -2.5 -2.8 -2.7 -1.7 -2.3 -3.5 -2.7 -3.5 -4.8 -2.2 -3.1 -2.6 -2.9 0.7

2007 ice extent 14.65 14.50 15.19 15.32 14.04 14.85 14.90 13.97 14.74 13.77 14.52 13.45 15.77 15.63 14.42 14.74 0.62

1 Sea ice extent is in 106 km2, and the trend is in 104 km2/year. The statistics are calculated for September and March monthly data separately. We use the period 1979 – 2003

to calculate the mean values of sea ice extent, its standard deviation (STD), correlation with the observation, and the linear trend. The linear trend for the period 1979 – 2007

is also calculated. The correlation coefficients are calculated after the linear trend is removed. The observation is based on the sea ice index provided by Fetterer et al. (2002).

Note that the assimilation model MRI-A is not used in the calculation of the model ensemble mean and spread, the same as in other tables and figures.

2.2. Variability and trend

The strength of interannual variability, represented by the standard deviation of

monthly time series, is stronger in September than in March in the observation and

the models (Table 2). In September, the models with lower sea ice extent tend to235

have stronger interannual variability; the four models with extremely low sea ice extent

have the strongest variability as also shown in Figure 2 (NCAR, CMCC, FSU-HYCOM,
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Figure 3: Northern Hemisphere (NH) sea ice extent [106km2] versus its trend [104km2/year]. Observa-

tions are shown with gray squares. The period 1979 – 2003 is used in the calculation. Note that the

y-axis scales are different in the two panels.

Bergen). The correlation between observed and modelled sea ice extent is moderately

high for September, ranging from 0.6 to 0.8, and it is also rather good for most of the

models in March (except for FSU-HYCOM, MRI-A, MRI-F and NOC).240

The NH sea ice extent has a descending trend in both September and March according

to the satellite observation (Figure 2). The linear trends calculated for two periods (1979

– 2003 and 1979 – 2007) are shown in Table 2. The second period contains the last

few years when the trend tends to accelerate. In the following we will first discuss the

simulated sea ice extent trend, and then compare the September sea ice concentration in245

2007, the year when a low sea ice extent event was observed.

All the models show downward trends in both months, consistent to the observation.

The sea ice extent drops faster in September than in March, which is reproduced by the

models. However, the spread in the simulated trend is large, particularly in Septem-

ber. NCAR, FSU-HYCOM and Bergen exhibit descending trends more than twice the250

observed one in September for the period 1979 – 2003. They are among those that sig-

nificantly underestimate the September sea ice extent. Kiel-ORCA05, CERFACS, NOC

and AWI-FESOM have less than half of the observed descending trend in September for

this period. They are among the models that overestimate the sea ice extent. Therefore,

the descending trend in sea ice extent roughly anti-correlates with the sea ice extent in255

September: models that overestimate the sea ice extent, tend to underestimate the de-
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scending trend, and vice versa (see Figure 3). The relationship between September sea

ice extent and its trend can be explained by the fact that both of them can be influenced

by sea ice thickness (see discussion in Section 3.1.2). The CMCC result is an exception

in that it has very low sea ice extent for the whole integration period and has a low260

descending trend.

The descending trend of sea ice extent in March is underestimated in all the models

except for MRI-A (Figure 3). The ensemble mean sea ice extent in March is lower than the

observation in the 1980s, although it is very close to the observation afterwards (Figure 2).

This causes the simulated mean trend in March to be only about one third of the observed265

trend for the period 1979 – 2003. Therefore, in order to improve the representation of

March sea ice extent trend, the winter sea ice extent in the colder years (the 1980s) needs

to be tuned higher in terms of the model ensemble mean. Because the model ensemble

mean better represents the observed March sea ice extent in more recent years, the trend

calculated using the whole period (1979 – 2007) compares with the observation better270

than considering the shorter period (1979 – 2003, Table 2). Further analysis shows that

the underestimation of sea ice extent trend in March can be attributed to underestimated

trends in sea ice concentration along ice edges on both the Atlantic and Pacific sides (in

Labrador, Greenland, Barents and Okhotsk Seas, not shown).

A pronounced September sea ice extent minimum was observed in 2007 (Stroeve275

et al., 2008). Six models produced larger September sea ice extent than the observation

in this year (AWI-FESOM, CERFACS, Kiel-ORCA05, NOC, MRI-F and MRI-A), and

the aforementioned four models with low September sea ice extent in the whole period

of the last decade have significantly lower value also in this year (Table 2). The 2D

distribution of sea ice concentration in September 2007 is compared to the observation280

in Figure 4. Five models have sea ice only along the northern boundary of the CAA,

missing the observed sea ice in the central Arctic and the ice tongue towards the Laptev

Sea. In the other nine models, the observed sea ice retreat toward the North Pole from

the Siberian side is reproduced, but most of these models show a weaker decline. GFDL-

MOM and GFDL-GOLD have ice edges close to the observation in the western Arctic,285

but they have too low ice concentration near the North Pole. On the contrary, MOM0.25

and NOC have too high sea ice concentration. All the models tend to have more summer
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Figure 4: Observed and simulated sea ice concentration [%] for September 2007. The last panel is the

satellite observation from NSIDC (Fetterer et al., 2002). The NSIDC 15% ice concentration contour line

is shown in white; The simulated 15% ice concentration contour line is shown in red.
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Figure 5: Seasonal cycle of Northern Hemisphere (left) sea ice extent [106 km2] and (right) sea ice volume

[104 km3] averaged over the years 1979 - 2007. The model ensemble means are shown with dashed lines.

The gray line in the left panel shows the observed sea ice extent (Fetterer et al., 2002).

sea ice in the southern CAA than the observation4. It was found that the downward

shortwave radiation in the CORE normal year forcing has a negative bias, which can lead

to overestimation of summer sea ice in the CAA (Wang et al., 2012). It is not clear if a290

similar bias exits in the CORE interannual forcing.

On the seasonal scale, all the models have maximal sea ice extent in March, and nine

models have the minimum in September, in agreement with observations (left panel of

Figure 5). CMCC, NCAR, FSU-HYCOM and MOM0.25 have similar or even smaller

sea ice extent in August than in September, different from the observed seasonality. The295

model spread in winter can be partly attributed to the difference in model ocean area,

for example, in the CAA region, which is very differently represented by the models.

2.3. Sea ice extent in Barents Sea

The Barents Sea connects the Nordic Seas and the Arctic Ocean, and it is one of the

two major pathways for Atlantic Water to enter the Arctic Ocean. Most of the oceanic300

heat that passes the Barents Sea Opening (BSO) is released to the atmosphere within the

4Note that the observed sea ice concentration has larger uncertainty in summer than in winter. And

ice can be falsely detected along coasts due to contamination by signals from land; this may reduce the

accuracy of the observation in the CAA region.
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Figure 6: Anomaly of annual mean (left) Barents Sea sea ice extent and (right) BSO heat transport

(referenced to 0oC) in the last model loop. Observations (sea ice extent after Fetterer et al. (2002) and

BSO heat transport after Smedsrud et al. (2013)) are shown with thick gray lines. Note that the vertical

axes of sea ice extent are inverted.
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Barents Sea, so it is the most active region of air-sea heat exchange in the Arctic Ocean

(Smedsrud et al., 2013). Sea ice extent in the Barents Sea has large interannual variability

and it has a descending trend in recent years as shown by observations (Arthun et al.

(2012), see Figure 6(left)). The most significant Arctic sea ice retreat is found in Barents305

Sea in simulations of future climate (Koenigk et al., 2013). Therefore, it is interesting to

see how well sea ice in the Barents Sea is represented in the models.

All the models well reproduced the observed sea ice extent variability in the Barents

Sea as shown by the anomaly of annual mean sea ice extent (Figure 6(left)).5 The simu-

lated sea ice extent is anti-correlated with the heat transport (referenced to 0oC) through310

the BSO in all the models, with heat transport leading 0-1 year (Table 3). This supports

the idea that the heat transport through the BSO drives the interannual variability of

Barents Sea sea ice extent suggested by Arthun et al. (2012). The interannual variability

of BSO heat transport agrees well among the models, but the discrepancy to the observed

heat flux is surprisingly high (Figure 6(right)). As shown by Arthun et al. (2012), the low315

spatial resolution of moorings can potentially produce large uncertainty in the observed

heat flux, which might explain the difference between the observation and models.

Although the variability of sea ice extent in the Barents Sea is well reproduced, most of

the models did not adequately simulate the mean values (Table 3). The bias of simulated

mean sea ice extent cannot simply be explained by the simulated BSO heat transport:320

the highest heat flux is in MOM0.25, while the lowest sea ice extent is in CNRM. Overall,

the interannual variation of the Barents Sea sea ice extent, including the magnitude of

the variability, is a robust feature that is well represented in all the models, despite the

spread in the simulated mean sea ice extent and mean heat transport.

2.4. Summary on the model ensemble mean of sea ice extent325

In this section we summarize the simulated Northern Hemisphere (NH) sea ice extent

based on the model ensemble mean. Other remarks will be given in the concluding section

(Section 4).

5The anomaly is calculated by removing the temporal mean from the time series. The same for the

anomalies in other figures.
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Table 3: The Barents Sea sea ice extent, BSO heat transport, correlation coefficients between the annual

mean Barents Sea sea ice extent and BSO heat transport at both 0 and 1 (heat fluxes lead) year lag.

Positive heat transport indicates flux into the Barents Sea. The last 30 model years (1978 – 2007) are

used in the analysis.1

Observation NCAR AWI MOM MOM0.25 CERFACS CNRM Kiel NOC CMCC MRI-F MRI-A GOLD FSU Bergen mean spread

ice extent 3.6a 5.4 4.9 5.1 4.4 3.7 2.7 4.0 5.0 5.3 4.4 3.3 5.0 5.7 4.3 4.5 0.8

heat flux 70± 5b 37.6 61.1 42.9 87.8 45.0 55.8 58.9 66.1 78.2 65.3 66.0 69.4 11.3 51.7 56.2 19.5

correlation 0 -0.77 -0.57 -0.74 -0.67 -0.80 -0.89 -0.61 -0.73 -0.72 -0.77 -0.68 -0.53 -0.85 -0.72 -0.72 0.10

correlation 1 -0.79 -0.71 -0.85 -0.70 -0.68 -0.82 -0.61 -0.69 -0.74 -0.74 -0.76 -0.74 -0.70 -0.74 -0.73 0.06

1 Sea ice extent is shown in 105 km2, and heat transport in TW. Heat transport is referenced to 0oC. All correlations are significant at the 95% confidence level. Observational

data reference: (a) Fetterer et al. (2002), (b) Smedsrud et al. (2013). Missing values are shown with N/A, the same in other tables.
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Figure 7: Model ensemble mean of the Northern Hemisphere sea ice extent for (left) September, (middle)

March, and (right) the mean seasonal cycle. The observations from NSIDC are shown with gray curves.

• The mean sea ice extent in September is 6.17× 106 km2 averaged over the period of

1979 – 2003, smaller than the observation (6.95×106 km2) by about 11% (Table 2).330

The mean sea ice extent in March is closer to the observation than in September.

• In September the descending trend of NH sea ice extent is relatively well captured

(−6.0 × 104 km2/year compared to the observed trend of −5.3 × 104 km2/year for

the period of 1979 – 2003, Table 2). The models underestimate the sea ice retreat

rate in March because they produce lower ice extent than the observation in the335

1980s (Figure 7).

• Most of the observed high and low sea ice extent events are reproduced by the model

ensemble mean (Figure 7). The mean correlation coefficients for the simulated and

observed ice extent are 0.69 and 0.61 for September and March, respectively.

• The seasonal cycle of NH sea ice extent is well represented by the model ensemble340

mean. The models on average tend to have a stronger seasonal cycle with lower sea

ice extent than the observation in summer.
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3. Solid freshwater

Freshwater (FW) in the Arctic Ocean exists in the solid form mainly as sea ice and

in the liquid form mainly located in the upper ocean. We discuss the modelled solid FW345

budget in this paper, and the liquid FW is present in another CORE-II Arctic paper

(Wang et al., 2015).

Arctic sea ice is mainly formed inside the Arctic Ocean, with a very small amount

imported through Bering Strait (Woodgate and Aagaard, 2005). There is net sea ice ex-

port through the gateways at the Atlantic sector (Vinje et al., 1998; Kwok and Rothrock,350

1999; Kwok et al., 2004; Kwok, 2007, 2009; Curry et al., 2014). The narrow CAA pas-

sages on the western side of Greenland impede sea ice flow and limit sea ice export from

the Arctic Ocean, and the Fram Strait on the eastern side of Greenland is the main gate-

way for sea ice to leave the Arctic Ocean. High sea ice export through Fram Strait can

cause noticeable negative salinity anomalies in the subpolar North Atlantic, called “Great355

Salinity Anomalies” (GSAs), thus impacting on deep water formation and the meridional

overturning circulation (Dickson et al., 1988; Hakkinen, 2002). Sea ice volume continues

to decline together with the retreat of both sea ice extent and thickness in the period

of satellite observations (e.g., Kwok and Rothrock, 2009; Cavalieri and Parkinson, 2012;

Comiso, 2012; Stroeve et al., 2012a; Laxon et al., 2013). It is crucial for numerical models360

to adequately represent the state and changes of sea ice in order to properly incorporate

its roles in the climate system.

In the following we evaluate the simulated Arctic solid FW in the CORE-II models,

with focus on the solid FW source terms and the solid freshwater content (FWC). Their

mean state, interannual changes and seasonal variability are discussed in Sections 3.1,365

3.2 and 3.3, respectively. A summary on the model ensemble mean of solid FW budget

is given in Section 3.4.

3.1. Mean state

3.1.1. Solid freshwater sources

In this section we assess the mean state of the source terms for the Arctic solid FW,370

that is, the solid FW fluxes through the Arctic gateways and the sea ice thermodynamic

growth rate. Table 4 shows the mean values of these diagnostics. In all the models
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solid FW fluxes through the gateways are the largest at Fram Strait. However, the

solid FW fluxes have a big range among the models. At Fram Strait, the spread in the

simulated solid FW flux is 810km3/year, about one third of the synthesized mean value375

(−2300±340km3/year, Serreze et al. (2006)). Four models obtained Fram Strait solid FW

fluxes within the uncertainty range of the synthesized value, including CERFACS, NOC,

MRI-A and Bergen. Solid FW transport contains contributions from both sea ice and

snow fluxes. It is found that the Fram Strait sea ice and snow fluxes are well correlated

in terms of interannual variability, and that sea ice flux is the major contributor to the380

mean solid FW transport (accounting for more than 90% on average).

Table 4: Arctic Ocean solid freshwater (FW) source terms and solid freshwater content (FWC) relative

to salinity 34.8. The last 30 years (1978 - 2007) are used in the analysis.1

Observations NCAR AWI MOM MOM0.25 CERFACS CNRM Kiel NOC CMCC MRI-F MRI-A GOLD FSU Bergen mean spread

Fram Strait −2300± 340 a,b,2 -1565 -3867 -1244 -1226 -2340 -1578 -1218 -2500 -1892 -3168 -2442 -1213 -1452 -2207 -1959 833

Davis Strait −427 to −644 c,3 -644 -743 -420 -531 -769 -572 -348 -1051 -869 -690 -494 -387 -486 -977 -653 224

Bering Strait 100± 70 d 42 100 23 12 70 82 70 86 98 -27 -15 6 -126 140 44 69

BKN -560 -407 N/A N/A -174 -41 -554 -36 -473 -522 -250 N/A -312 -94 -317 215

BSO -171 -424 -141 -211 -369 -164 -122 -478 -258 -418 -260 -36 -353 -311 -270 139

thermodynamic N/A 4503 N/A N/A N/A N/A N/A 3233 2568 4001 2865 N/A 2010 2970 3214 917

Arctic Storage 1.05 1.66 0.81 0.94 1.79 1.13 1.89 1.68 0.83 1.20 1.20 0.79 1.03 1.03 1.22 0.38

NH Storage 1 a to 1.68 4 1.20 1.94 0.94 1.03 1.90 1.26 1.98 1.83 0.96 1.45 1.36 1.01 1.21 1.16 1.37 0.40

1 FW fluxes and the sea ice thermodynamic growth rate are shown in km3/year, and the FWC is in 104 km3. Positive values indicate FW sources for the Arctic Ocean, and negative

values indicate FW sinks. For the definition of FW transport and FWC see Appendix B. Observational data reference: (a) Serreze et al. (2006), (d) Woodgate and Aagaard (2005),

(b) Vinje et al. (1998), (c) Kwok (2007).

2 Based on the winter sea ice export at Fram Strait from 2003 to 2008 analyzed by Spreen et al. (2009), Haine et al. (2015) gave an estimate of −1900± 280 km3/year for the solid FW

flux at Fram Strait in the period 2000-2010, indicating a decline compared to the climatological value suggested by Serreze et al. (2006).

3 The recent estimate of sea ice export at Davis Strait using Upward-Looking Sonar (ULS) and satellite data for the period 2004 -2010 is −315± 32 km3/year (Curry et al., 2014).

4 The FW stored in sea ice was estimated based on an assumption of 2 m ice thickness by Serreze et al. (2006). This approximation of sea ice thickness is probably too low at least for

the late 20th century. Laxon et al. (2003) report a mean winter ice thickness of 2.73 m south of 81.5oN for 1993-2001. If we assume 3 m mean ice thickness, an estimate close to the

values given by Aagaard and Carmack (1989) and Rothrock et al. (1999), the FW storage in sea ice will be 1.5× 104 km3. The sea ice FW storage based on the PIOMAS Arctic sea

ice volume reanalysis (Schweiger et al., 2011) is about 1.68× 104 km3 averaged from 1979 to 2007 (assuming sea ice density of 910 kg/m3 and salinity of 4 psu).

Sea ice FW flux depends on both sea ice thickness and drift velocity (see Appendix

B for the definition of sea ice FW flux). Kiel-ORCA05 is one of the models with the

thickest sea ice, but it has very low Fram Strait solid FW export; The Bergen model has

too thin sea ice compared to the observation, but its Fram Strait solid FW export is close385

to the observed value. This indicates that the fidelity of simulated sea ice flux does not

reflect the model skills in representing sea ice thickness and velocity. We will assess the

Arctic sea ice thickness in Section 3.1.2.

The observed net solid FW flux at Davis Strait is toward the Labrador Sea (Kwok,

2007; Curry et al., 2014), and this direction is reproduced in all the models (Table 4). The390

largest export flux is found in NOC and Bergen, with about twice the observed value.
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A small amount of solid FW is imported to the Arctic Ocean through Bering Strait

according to observations (Woodgate and Aagaard, 2005), but three models obtained

(small) export fluxes, including MRI-F, MRI-A and Bergen.6

The models agree that Arctic sea ice is exported at the BKN when averaged over395

the last 30 years, and the Barents Sea has net sea ice export through the BSO. In some

models the amount of solid FW flux entering Barents/Kara Seas from the north is very

similar to that leaving at the BSO, while some models have distinguishable difference

between the two fluxes. NCAR, CERFACS, CNRM and Kiel-ORCA05 have larger fluxes

at the BKN, but NOC and Bergen have larger outflow at the BSO. This means that there400

is no agreement in the models on whether the Barents/Kara Seas are a region of sink or

source for sea ice.

The Arctic sea ice thermodynamic growth rate is provided by a few model groups.

From these data we can conclude that the spread in sea ice production in the Arctic

Ocean is the largest in the solid FW source terms (Table 4).405

3.1.2. Solid freshwater content

Sea ice volume, thus the freshwater stored in sea ice, depends on the sea ice thickness.

Before discussing the sea ice volume, we first evaluate the modelled sea ice thickness by

comparing with observations. Sea ice thickness observations from submarines, moorings,

field measurements and satellites are not continuous and very limited in space and time.410

The sea ice thickness fields derived from the ICEsat satellite are available for a few months

in spring and fall each year starting from 2003 (Kwok et al., 2009). For the purpose of

model evaluation, we calculated the mean values for spring (Feb., Mar. and April) 2004 –

2007 for each model, and defined the observational field by averaging all available ICEsat

data in spring 2004 – 2007 (Figure 8).415

The observed sea ice has larger thickness towards the CAA, and smaller thickness

towards the Siberian coast. All models can reproduce this feature, but the simulated sea

6 The sea ice transport at Bering Strait is very small compared to other Arctic gateways, so the

model bias at this gateway has small impact on the total Arctic FW budget. In this paper we show the

results for all major Arctic gateways for completeness. Quantifying impacts of model biases and their

significance is not pursued.
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Figure 8: Observed and simulated spring sea ice thickness [m]. The last panel is the ICEsat observation

(Kwok et al., 2009). The model results are the mean values for spring (Feb., Mar. and April) 2004 -

2007 of the last model loop. The observation is the average over all available ICEsat data in spring 2004

- 2007. The black polygon in the last panel indicates the region of the SCICEX box.
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ice thickness differs from the observation significantly. This is also seen in the AOMIP

models (Jahn et al., 2012a). The sea ice thickness along the northern coast of CAA is

best simulated by AWI-FESOM and Kiel-ORCA05, but they tend to have thicker sea420

ice than the observation towards the Siberian coast. CERFACS, NOC, MRI-F and MRI-

A underestimate the sea ice thickness towards the CAA and overestimate the sea ice

thickness towards the Siberian coast. Other models underestimate the sea ice thickness

in most of the regions where satellite observations are available.

The five models which have too high September sea ice extent with low descending425

trend (AWI-FESOM, CERFACS, Kiel-ORCA05, NOC and MRI-F, see Figure 3), overes-

timate sea ice thickness in spring for the considered period (Figure 8). The three models

with too low September sea ice extent and high descending trend (NCAR, FSU-HYCOM

and Bergen), underestimate sea ice thickness. If the simulated sea ice in late winter and

spring is too thick, more heat is needed to melt it to produce open ocean area in the430

melting season. Therefore, overestimated sea ice thickness could lead to too high sea ice

extent in summer and underestimation of its trend. However, a few models with simi-

lar spring sea ice thickness turned out to have very different September sea ice extent,

so model details need to be carefully examined in order to understand individual model

behaviour and to improve sea ice thickness, concentration and their trend simultaneously.435

After comparing the sea ice thickness, we focus on the sea ice FW storage in the

following. The models show a spread of 0.41 × 104 km3 in the sea ice FWC, about

one third of the model mean value (Table 4). Due to lacking long term sea ice thickness

observations, there are only rough estimates for the solid FWC in literature. Serreze et al.

(2006) give an estimate of 104 km3 by assuming 2 m sea ice thickness. If we assume 3 m440

mean ice thickness, a value more representative for the sea ice state in the past few decades

(Aagaard and Carmack, 1989; Rothrock et al., 1999), the FWC is 1.5 × 104 km3. The

FW stored in sea ice based on the PIOMAS Arctic sea ice volume reanalysis (Schweiger

et al., 2011) is about 1.68×104 km3 averaged from 1979 to 2007 (assuming sea ice density

of 910 kg/m3 and salinity of 4 ppt). The model ensemble mean of the NH solid FWC is445

1.37× 104 km3, within the range of different estimates mentioned above.

The model spread in sea ice volume can be attributed to the spread in sea ice thickness

and extent. In September, the sea ice volume tends to be higher in models with larger
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Figure 9: (upper) The relationship between Arctic sea ice volume [104 km3] and extent [106 km2]. (lower)

The relationship between Arctic sea ice volume and thickness [m]. The last 30 model years (1978 – 2007)

are used in the analysis.
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sea ice extent, and vice versa, but this relationship is not found in March (Figure 9).

The growth of Arctic sea ice extent is constrained by the surrounding continents when450

thickness and volume still increase in the freezing season. This can explain the weaker

connection between sea ice extent and volume in March. Models with large ice volume

tend to have thick sea ice in both September and March. Although the sea ice volume

correlates with sea ice extent in September, the spread in sea ice volume is mainly caused

by the difference in sea ice thickness (except for the four models with too low ice extent:455

CMCC, NCAR, FSU-HYCOM and Bergen). This is because the range of September sea

ice extent among the models is about 6−8×106 km2, while the highest sea ice thickness is

about 3 times the lowest (0.8− 2.4 m). The four models that have largest sea ice volume

(Kiel-ORCA05, CERFACS, NOC and AWI-FESOM, see Table 4) have thicker sea ice

than the other models (Figure 8).460

3.2. Interannual variability and trend

In this section we first discuss the statistics of the annual mean solid FW budget.

Then the interannual variability of solid FW transport through each Arctic gateway is

examined in Section 3.2.1. The variation of solid FWC in the Arctic Ocean is analyzed

in Section 3.2.2, where the focus is on (a) the relationship between sea ice volume and465

thickness and (b) the sources of sea ice volume changes.

Table 5: Standard deviation of the Arctic Ocean solid freshwater (FW) fluxes and solid freshwater content

(FWC) for the last 30 model years (1978 – 2007). It is calculated using annual mean time series.1

Observations NCAR AWI MOM MOM0.25 CERFACS CNRM Kiel NOC CMCC MRI-F MRI-A GOLD FSU Bergen mean spread

Fram Strait 401a to 774b 2 312 574 246 275 429 295 295 511 333 596 580 229 231 453 367 130

Davis Strait 34 147 78 119 162 94 80 174 172 119 108 71 84 169 124 39

Bering Strait 51 97 20 52 46 47 39 92 62 112 103 10 61 65 58 29

BKN 302 588 N/A N/A 969 621 345 660 365 662 533 N/A 369 550 462 144

BSO 126 183 85 107 225 91 88 241 144 198 152 29 164 205 148 66

thermodynamic N/A 1170 N/A N/A N/A N/A N/A 1066 799 884 907 N/A 725 902 924 166

Arctic Storage 0.1 0.15 0.10 0.11 0.19 0.11 0.22 0.18 0.07 0.12 0.11 0.09 0.08 0.11 0.12 0.04

NH Storage 0.10 0.19 0.11 0.12 0.22 0.13 0.23 0.20 0.09 0.14 0.12 0.11 0.10 0.13 0.14 0.05

1 The standard deviation of FW fluxes is in km3/year, and FWC is in 104 km3. Observational data reference: (a) Kwok et al. (2004), (b) Vinje et al. (1998).

2 Calculated from the annual mean data provided in the work of Kwok et al. (2004) and Vinje et al. (1998). Sea ice density of 910 kg/m3 and salinity of 4 psu are used in the

calculation.

We define the strength of interannual variability using the standard deviation of the

annual mean time series. The models agree that the sea ice thermodynamic growth rate

has the strongest interannual variation among the solid FW source terms (see Table 5,
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Figure 10: Fram Strait sea ice freshwater transport: (left) annual mean and (right) seasonal cycle.

Observations are shown with gray thick lines: The solid lines are the estimate by Kwok and Rothrock

(1999) and Kwok et al. (2004), and the dashed lines are the estimate from Vinje et al. (1998). In the left

panel the winter-centered (from July to the next June) annual means are shown. A positive transport

means a source for the Arctic Ocean.

and note that the thermodynamic growth rate data are available from seven models).470

The strongest interannual variation in lateral solid FW fluxes happens at the Fram Strait

and BKN. Sea ice drift changes direction in the region of Barents/Kara Seas depending

on the changes in sea level pressure patterns in that region (Kwok et al., 2005), which

can lead to changes in the distribution of sea ice export through the two close gateways,

thus enhancing the variability. Most models have similar variability strength at these475

two gateways except for CERFACS and CNRM, which have much stronger variation at

the BKN. The standard deviation of the observed 5-8 years time series of sea ice export

at Fram Strait is 401− 774km3/year (based on the data provided by Vinje et al., 1998;

Kwok and Rothrock, 1999; Kwok et al., 2004). The model results calculated from the

30 years time series tend to underestimate those observations (Table 5). However, when480

we calculate the modelled standard deviation over the period of the observations, the

model results agree better with the observed values (not shown). At the Fram Strait and

BSO, models with larger solid FW transport tend to have stronger variability; this rough

relationship is not found at other gateways.
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3.2.1. Solid freshwater sources485

The annual mean sea ice FW transports at Fram Strait in the period of available

observations are shown in Figure 10. Although the magnitudes differ significantly among

the models, their interannual variability agrees well with the observations. The observed

high sea ice export in 1994-1995 is reproduced in all the models. The anomaly of annual

mean solid FW fluxes for the last 60 model years are shown in Figure 11. In addition490

to the high export event in 1994-1995, all models also agree on a few other high export

events at Fram Strait, among which the strongest export took place in 1968. The high

sea ice export in 1968 caused strong negative salinity anomaly in the subpolar North

Atlantic in later years, described as the “Great Salinity Anomaly” (GSA) in the 1970s

by Dickson et al. (1988).495

Some of the models also show increased solid freshwater export at the BKN and BSO

in 1968. At the BSO section, the solid freshwater export has relatively weak variability,

with enhanced export standing out in 1968, although the magnitude of enhancement is

quite different among the models. The wintertime sea ice drift velocity is predominantly

oriented from the Barents/Kara Seas towards the Arctic basin in 1999/2000; sea ice drift500

changes direction towards the Barents Sea in 2002/2003 due to the changes in the location

of the sea level pressure low (Kwok et al., 2005). Among the eleven models with BKN data

available, eight models simulated net FW transport towards the Arctic basin at the BKN

in 1999/2000 as suggested by observations (including NOC, Bergen, CERFACS, AWI-

FESOM, MRI-A, MRI-F, CNRM and FSU-HYCOM, not shown), although all the models505

can get positive anomaly (Figure 11). All the models reproduced the transition from the

positive anomaly in 1999/2000 to the negative anomaly in 2002/2003 as suggested by

observations.

Recent observations show increasing sea ice export at Davis Strait from 2005 to 2007

(Curry et al., 2014)7, which is reproduced by all the models (Figure 11). For the longer510

period of the last 15 model years, the models have decreasing tendency in solid FW export

through the Davis Strait. However, the changes throughout this period are similar to the

7Note that sea ice transport decreased again in 2009 and 2010 in the observation, which is beyond

the period of model simulations.
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Figure 11: Anomaly of the annual mean solid freshwater transport through the Arctic gateways in the

last model loop. Positive transport means a source for the Arctic Ocean.
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magnitude of decadal variability, so we cannot define the tendency in this period as a

persistent trend related to climate change without considering extra information.

The correlation of annual mean solid FW fluxes between models are very high at515

Fram, Davis, and Bering Straits and the BSO (not shown). The good correlation between

the models conforms to the consensus that sea ice drift, predominately determined by

wind forcing, has large impact on sea ice volume transport variability (e.g., Kwok and

Rothrock, 1999; Dickson et al., 2000; Vinje, 2001).

Sea ice thickness can also contribute to the variability of sea ice volume export520

(Köberle and Gerdes, 2003; Haak et al., 2003; Koenigk et al., 2006). The large sea ice

export event in 1968 was preceded by a positive sea ice thickness anomaly in the Laptev

Sea region in 1965/1966, which propagates towards the Canadian sector and flushes out

through the Fram Strait in 1968 (Haak et al., 2003). Most of the CORE-II models show a

Fram Strait sea ice thickness maximum in 1968 except for NCAR, CMCC, FSU-HYCOM525

and Bergen, which have highest sea ice thickness at Fram Strait in 1965 (not shown).

These four models have too low sea ice thickness and summer ice extent compared to

observations (Figures 2 and 8). The interpretation of the role played by Arctic sea ice

thickness in these models is not robust, even though they also obtained high sea ice vol-

ume export in 1968. When we want to quantify the relative contribution of accumulated530

sea ice in the Arctic Ocean compared to the direct effect of enhanced sea ice drift, the

models need to faithfully simulate the sea ice thickness.

No significantly high correlations between solid FW transports at different gateways

are found when we consider the last 30 years or the whole 60 years. However, some pro-

nounced events show correlation or anti-correlation between the Fram Strait and BKN535

sections, with agreement among the models. For example, when the BKN export in-

creases from 1999/2000 to 2002/2003, the Fram Strait export decreases, which can be

explained by the changes in sea ice drift velocity in the region of Barents/Kara Seas

caused by changes in the location of local sea level pressure lows (Kwok et al., 2005).

A different situation happened in 1968, when the Fram Strait and BKN have enhanced540

export fluxes simultaneously. The correlation between transports at the BKN and BSO

is not significant (correlation coefficients less than 0.5 at 0-1 year lag, not shown), which

can be explained by the importance of thermodynamic processes within Barents/Kara
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Seas.

3.2.2. Solid freshwater content545

The Arctic annual mean sea ice volume in the period 1978 – 2007 has a descending

trend in all models (Figure 12a). The increasing trend at the beginning of the model loop

is caused by using the 2007 results of the proceeding loop as the initial condition. Models

with larger descending trends in sea ice thickness (the spatial mean averaged where sea

ice exists) tend to have larger descending trends in sea ice volume (Figure 12b). The550

four models with thickest sea ice (Kiel-ORCA05, CERFACS, NOC and AWI-FESOM)

have largest trends in both sea ice thickness and volume. Trends in the Arctic sea ice

volume and thickness seemingly can be used as equivalent diagnostics for quantifying sea

ice response to climate change, but not the Arctic sea ice extent (compare Figures 12b,c).

The simulated trend of sea ice thickness can be evaluated using the observational555

data based on the long period of submarine tracks and recent satellite measurements.

Rothrock et al. (2008) analyzed the historical submarine observations in a polygon in the

Arctic Ocean, the so-called ”SCICEX box” (see Figure 8 for the location) and provided

spatial mean sea ice thickness estimates for the period 1975 – 2000 using a fitted curve.

This dataset was extended by combining the ICESat measurements (Kwok and Rothrock,560

2009). The simulated annual mean sea ice thickness in the SCICEX box is shown in Figure

13. The models tend to underestimate the observed mean thickness and descending trend.

The trend of the model ensemble mean for the period 1980 – 2007 is −8.2(±1.3)% per

decade, about half of the observed trend of −16.5(±7)% per decade (Kwok et al., 2009).

Although the CORE-II models underestimated the sea ice thinning trend, they obtained565

larger trend than CMIP climate models, which underestimated the observed trend by a

factor of about 4 (Rampal et al., 2011). The satellite observation shows an accelerated

thinning after 2003, which is not well captured by most of the CORE-II models.

The models agree with each other very well in the variability of sea ice volume (corre-

lation coefficients between models after linear trends removed are larger than 0.7 for the570

last 30 model years, not shown). The events of large sea ice volume (e.g., mid of 1960s

and end of 1980s) and the fast decrease following them are consistently simulated (Figure

12a). The interannual variability of sea ice volume can be better explained by that of sea
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Figure 12: (a) Annual mean sea ice freshwater content [104 km3] in the last model loop. (b) Linear trend

of sea ice volume vs. that of thickness. (c) Linear trend of sea ice volume vs. that of extent. The legend

for (c) and (d) is the same as in (a). (d) Correlation between sea ice volume and extent (gray), and

between sea ice volume and thickness (black). The correlation coefficients are calculated using annual

means after removing linear trends. The last 30 years (1978 - 2007) are used in the calculations for

(b,c,d).
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Figure 13: Simulated annual mean sea ice thickness in the SCICEX box compared with observations.

The SCICEX box region is shown in the last panel of Figure 8. The model ensemble mean is shown

with the thick gray line, with dashed gray lines showing plus/minus one standard deviation. The thick

red solid line shows the annual mean estimate from submarine data (Rothrock et al., 2008), and the red

line with circles shows ICESat data reported by Kwok and Rothrock (2009). Light red error bars show

residuals in the regression of Rothrock et al. (2008) and the error estimate of ICESat data (Kwok and

Rothrock, 2009).

ice thickness in most of the models (Figure 12d). The correlation between sea ice volume

and sea ice thickness is relatively weak only in three models that have too low sea ice575

thickness and extent (NCAR, CMCC and FSU-HYCOM); Bergen has also very low sea

ice thickness and extent, but its sea ice volume is well correlated with sea ice thickness

as in most other models.

Changes in the Arctic sea ice volume can be induced by both the thermodynamic

growth rate and lateral transport through the gateways. Sea ice volume decreases in580

the last 30 years because the total sink is larger than the total source (Table 4), while

its interannual variability is caused by the variability of both terms. Their anomalies

together with the time derivative of Arctic sea ice volume are shown in Figure 14. The

models agree on the interannual variability for all three time series, but the strength of

variability has a range among the models. The sea ice transport and thermodynamic585

growth rate are sometimes out of phase. When the strong sea ice export happened in

1968, sea ice production increases and partly compensates the sea ice reduction. They

can be in phase sometimes, for example at the beginning of the 1980s, both terms are

in favour of reducing Arctic sea ice volume (except for CMCC which does not produce

enhanced sea ice export). Although there is no persistent trend in both thermodynamic590
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lines; the net sea ice export flux is shown with solid black lines; and the net sea ice thermodynamic
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mean source for the Arctic Ocean.
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growth rates and sea ice export when the period of last 30 model years is considered,

they are in a low phase in the last decade.
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Figure 15: Sea ice sources [ km3/year] averaged over two periods: (left) 1986 – 1995 and (right) 1996-

2007. The anomaly from the last 30 years mean (1978 – 2007) is shown. Both the sea ice thermodynamic

growth rate and transport through the gateways are defined such that positive values refer to sources

for the Arctic Ocean. Therefore, negative transport anomaly means larger export than the mean value.

To better compare the roles of two sea ice sources in the variation of sea ice volume

on longer time scales, we calculated the anomaly of mean sea ice budget for two periods:

1986 – 1995 and 1995 – 2007 (Figure 15). These two periods are separated by events of595

large drop in sea ice volume (Figure 12). In the first period the sea ice production has

positive anomaly while sea ice transport has negative anomaly. In the second phase both

sources changed sign, so they still tend to compensate each other. The models agree that

the two sources are out of phase on decadal time scales, and the magnitudes of the two

sources are correlated in the models (one term is larger, then the other is also larger).600

Note that splitting the sea ice volume sources as done above does not reveal separate

roles of thermal forcing and wind forcing. Wind can affect both thermodynamic growth

by opening and closing areas of open water, and sea ice export by changing sea ice

drift, while air temperature can affect thermodynamic growth directly and ice export

by changing sea ice thickness. Using sensitivity experiments Köberle and Gerdes (2003)605

showed that sea ice export is more closely linked to wind forcing and thermodynamic

growth is somewhat more related to thermal forcing on the interannual time scale, but

both forcing terms are important on long time scales. Good agreement on the simulated
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Figure 16: Mean seasonal cycle of solid freshwater transport through the Arctic gateways averaged over

the last 30 years (1978 - 2007). The dashed lines show model ensemble means. Positive transport means

source for the Arctic Ocean.

sea ice volume variability indicates that the models can relatively well represent the effect

of different atmospheric forcing components.610

3.3. Seasonal variability

In this section we assess the seasonality of the Arctic solid FW budget. Solid FW

export occurs predominantly in wintertime at the Fram Strait, Davis Strait, BSO and

BKN (Figure 16). Vanishing transports in summertime are associated with nearly ice-free

conditions at Davis Strait, Bering Strait and the BSO. Four models (FSU-HYCOM, MRI-615

F, MRI-A and MOM0.25) simulate export transport in winter at Bering Strait, which is

different from other models and observations (Woodgate and Aagaard, 2005). No linkage

between model resolution and the magnitude and variability of solid FW transport at

Bering Strait is found.

At the BKN, the models have low transport values in the summertime because the620

transect is close to the summer ice edge. Eight models agree on positive (towards the

Arctic Ocean) transports in January. These models are those that produced correct

ice flow direction in 1999/2000 (see Section 3.2.1). The seasonality is not found to be
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correlated with sea ice thickness, so the sea ice drift velocity mainly determines the

seasonal changes in solid FW transport at the BKN section.625

Fram Strait has the largest seasonal variation in solid FW transports among the five

gateways. The models agree that the Fram Strait export is the weakest in August. The

comparison to observations indicates that all models capture the seasonal changes, but

tend to underestimate the export flux in summer and overestimate it in winter (Figure

10). The solid FW export in November is lower than in October in observations and most630

models in the 1990s (the period of available observations), but this is not seen in the mean

seasonal cycle averaged over the last 30 years (compare Figures 10 and 16). This indicates

that the details of the seasonal cycle vary on decadal time scales. The spread in winter

transports is large among the models (ranging from about 2000 to 5000 km3/year). Note

that the uncertainty in observational estimates used in Figure 10 is also large. Although635

the same observed ice thickness profiles are used by Vinje et al. (1998) and Kwok and

Rothrock (1999), they obtained ice flux estimates with differences of up to 30% because

they used different ice drift estimates.

The seasonal variation of Arctic sea ice volume is mainly caused by the strong seasonal

cycle of sea ice freezing and melting, not the lateral transport (not shown). The models640

agree on the seasonality of sea ice volume, with maximum in April and minimum in

September, although the August (or October) sea ice volume is similar to their September

values in a few models (Figure 5). The magnitude of seasonal variation (maximum minus

minimum) is the smallest in MRI-A and largest in FSU-HYCOM, and the latter is about

70% higher than the former. No connection between the magnitude of seasonal variation645

and the mean sea ice volume is found.

3.4. Summary on the model ensemble mean of solid freshwater

In this section we summarize the simulated solid FW budget based on the model

ensemble mean. Other general remarks are given in the concluding section (Section 4).

1. Solid FW mean state650

• The model ensemble mean represents the canonical scenario of the Arctic solid

FW budget: The Arctic Ocean feeds solid FW to the subpolar North At-

lantic mainly through Fram Strait, and receives a very small amount of sea
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ice through Bering Strait (Table 4, Figure 17). On average the models show

small export fluxes at Davis Strait and the BKN.655

• The simulated mean solid FW export through Fram Strait is −1959 km3/year,

at the lower bound of the synthesized value (−2300 ± 340 km3/year, Serreze

et al., 2006; Vinje et al., 1998). The mean solid FW export through Davis

Strait is −653 km3/year, comparable to the values suggested by observations

(−427 to −644 km3/year, Kwok, 2007).660

• The synthesized value of FW stored in sea ice has large uncertainty because of

lacking continuous observations of ice thickness. It is estimated to be 104 km3

using 2 m ice thickness by Serreze et al. (2006). The FW stored in sea ice

based on the PIOMAS sea ice volume reanalysis (Schweiger et al., 2011) is

about 1.68× 104 km3 averaged from 1979 to 2007 (assuming sea ice density of665

910 kg/m3 and salinity of 4 ppt). The model ensemble mean is 1.37× 104 km3,

within the range of these estimations.

2. Solid FW variability and trend

• The models can reproduce the observed interannual and seasonal variability of

sea ice transport at Fram Strait. They simulated the large sea ice export events670

in the 1960s, 1980s and 1990s which caused the GSAs reported by (Dickson

et al., 1988; Hakkinen, 2002) (Figure 11). They also well represented the

observed variability of sea ice export described by Vinje et al. (1998); Kwok

and Rothrock (1999); Kwok et al. (2004) (Figure 10). By referring to the

observation reported by Spreen et al. (2009), Haine et al. (2015) suggest that675

the solid FW export at Fram Strait has declined by 400 km3/year in the period

2000 – 2010 (compared to the climatological value of 2300± 340 km3/year), a

reduction at the level of interannual variability. The simulated decline of Fram

Strait solid FW flux after 2000 in the model ensemble mean is similar to this

synthesized value.680

• The model ensemble means captured the observed upward changes of sea ice

export at Davis Strait from 2005 to 2007 (Curry et al., 2014) and at the BKN

from 1999/2000 to 2002/2003 (Kwok et al., 2005) (Figure 11).
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• Due to lacking continuous sea ice thickness observations, there are no time

series of solid FW storage that can be directly used to assess model results.685

Assimilation of sea ice concentration is used by PIOMAS to improve sea ice

thickness simulations (Zhang and Rothrock, 2003). The time series of NH sea

ice FWC based on the PIOMAS sea ice volume reanalysis (Schweiger et al.,

2011) is shown in Figure 18. Both the interannual and seasonal variations are

very consistent between the CORE-II model ensemble mean and the PIOMAS690

result. However, PIOMAS shows a steeper decline in the last few years than

the model ensemble mean. The CORE-II models did not adequately reproduce

the observed acceleration in the thinning trend after 2003 (Figure 13), which

can explain their lower descending trend in sea ice volume compared to the

PIOMAS result.695

4. Conclusion

In this work we assessed the Arctic Ocean in 14 models participating in the Coor-

dinated Ocean-ice Reference Experiments, phase II (CORE-II) intercomparison project.

All the models are global and the ocean-sea ice components of respective climate models

(Danabasoglu et al., 2014). They used the same atmospheric forcing data sets and bulk700

formula following the CORE-II protocol (Griffies et al., 2012). The atmospheric forcing

covers 60 years from 1948 to 2007 (Large and Yeager, 2009), and the models are run for

300 years corresponding to 5 consecutive loops of the 60-year forcing period. Model con-

figurations including resolution, parameterization, parameters are decided by the model

developing groups. In this paper we focus on the Arctic sea ice extent and the sources705

and storage of Arctic solid freshwater (FW).

The states of the model ensemble means are summarized at the end of each section.

Other key points are itemized below.

1. Sea ice extent and concentration

• Although there is a large spread in the Northern Hemisphere mean sea ice ex-710

tent in the models, its interannual and seasonal variability is largely consistent

with the observation (Figures 2 and 5).
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• On average the descending trends in sea ice extent in the period of satellite

observation is better simulated for September than for March. Except for four

models that have too low sea ice extent, the September descending trend tends715

to be weaker in models with higher sea ice extent and thickness.

• The models consistently show good correlation between the sea ice extent in

Barents Sea and the heat transport through the Barents Sea Opening (BSO)

at 0 - 1 year lag (heat transport lead, Figure 6), as suggested in previous

studies (Arthun et al., 2012).720

2. Solid FW budget

• There is large spread in mean sea ice thickness and volume in the models. In

both March and September, models with thicker sea ice tend to have larger

sea ice volume, except for the four models which have too thin sea ice (Figure

9). The model spread in sea ice volume can largely be explained by the spread725

in sea ice thickness.

• The models obtained descending trend in sea ice volume over the last 30 years,

but there is a spread in the descending rate. The rate is mainly determined

by the strength of the descending trend in sea ice thickness (Figure 12). The

interannual variability of sea ice volume can be explained by that of sea ice730

thickness more than sea ice extent. The semi-closed Arctic geometry naturally

reduces the sea ice volume sensitivity to sea ice extent.

• Sea ice export through the gateways and the thermodynamic sea ice produc-

tion tend to compensate each other on decadal time scales (Figure 15). The

decreasing sea ice thermodynamic growth rate in the recent decades is accom-735

panied by a reduction in the sea ice export.

• The models tend to underestimate the observed sea ice thinning trend, most

significantly after 2003 (Figure 13). It remains to see whether this common

issue is related to the atmospheric forcing used in the simulations or due to

some general model features.740

Overall, the CORE-II models, driven by the same interannually varying atmospheric

state, did not demonstrate qualitatively similar mean state in the Arctic Ocean, as also
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found for the North Atlantic (Danabasoglu et al., 2014). The variability of most of the

characteristics we explored, is modelled more consistently than the mean state, which

is also a conclusion of the CORE-II North Atlantic study (Danabasoglu et al., 2015).745

It is noticed that the model spread in the mean state is larger than the interannual

variability magnitude for many of the diagnostics. When we evaluate the model ensemble

means, it is found that both the variability and mean state are reasonably reproduced.

These conclusions apply to both the solid FW shown in this paper and the liquid FW

state presented in Wang et al. (2015). It is shown that the CORE-II models tend to750

underestimate the descending trends in sea ice thickness and March sea ice extent. It

is necessary for the model development groups to work on the common issues for the

important roles played by sea ice in the climate system.

It is worth pointing out that not all the conclusions based on the CORE-II models

can be directly transferred to their respective coupled climate models. For example, the755

NCAR model is one of the models with very low sea ice thickness (Figure 8), but it has

much thicker sea ice in the coupled climate model (CCSM4) simulation for the late 20th

century, using the same model resolution and parameters (Jahn et al., 2012b)8. Therefore

the results presented in this work should be interpreted with caution when the context is

extended to coupled models.760

In this work we focused on the discussion of the difference and similarity between

the results of CORE-II simulations and observations, and tried to provide information

on common issues and possible linkages between different key diagnostics used in the

discussion. Such information can be helpful for further improving models, but dedicated

studies of model sensitivity to physical and numerical parameters are necessary in order765

to reduce model uncertainties identified through model intercomparisons.

8Simulated sea ice thickness can be significantly influenced by the choice of albedos. At NCAR, the

same albedos were used for both the fully-coupled model simulations and the CORE-II experiments.

The albedos were partly adjusted to help tune the top-of-the-atmosphere heat flux in the coupled pre-

industrial control simulation. With the chosen albedos, the simulated sea ice thickness in the coupled

simulation is very reasonable, while it is underestimated in the CORE-II simulation.
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Appendix A. Sea ice models used in the CORE-II simulations790

CICE v.4

The Los Alamos National Laboratory sea ice model version 4 (CICE 4, Hunke and

Lipscomb 2008) includes the energy-conserving thermodynamics by Bitz and Lipscomb

(1999), the elastic-viscous-plastic dynamics by Hunke and Dukowicz (2002), and a subgrid-

scale representation of ice thickness distribution (ITD) following Thorndike et al. (1975).795
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The ITD uses five categories within each grid cell, which have different thickness, surface

properties, and melt and growth rates as computed by the thermodynamics. It has four

ice layers and one snow layer in each of the five thickness categories. The model includes

a radiative transfer scheme (Briegleb and Light, 2007) and associated capabilities to sim-

ulate explicitly melt pond evolution, and the deposition, cycling, and radiative impacts800

of aerosols (dust and black carbon) on sea ice. This scheme calculates multiple scattering

of solar radiation in sea ice using a delta-Eddington approximation with inherent optical

properties to compute apparent optical properties (including albedo). The mechanical

deformation takes into account ridging and rafting processes (Rothrock, 1975), and uses a

modified expression for the participation function (Lipscomb et al., 2007). The advection805

scheme uses a two-dimensional, linear incremental remapping method (Lipscomb and

Hunke, 2004). A similar, one-dimensional linear remapping scheme (Lipscomb, 2001)

transfers ice among ITD categories upon changes in thermodynamic, ridging, and ad-

vective ice thickness. CICE v.4 is used in three CORE-II models (Bergen, CMCC and

NCAR).810

CSIM v.5

The community Sea Ice Model (CSIM) is a dynamic-thermodynamic model that is

closely related to CICE version 3.1. It includes a subgrid-scale ice thickness distribu-

tion and uses the energy conserving thermodynamics of Bitz and Lipscomb (1999), with

four ice layers and one snow layer in each of the five thickness categories. The ice dy-815

namics is based on the elastic-viscous-plastic rheology of Hunke and Dukowicz (1997)

and the subgrid-scale ridging and rafting is parameterized according to Rothrock (1975)

and Thorndike et al. (1975). The horizontal advection is calculated via the incremental

remapping scheme of Lipscomb and Hunke (2004). The shortwave albedo depends on the

ice and snow thickness as well as the temperature and is calculated with the visible and820

near infrared radiative bands. CSIM v.5 is used in FSU.

FESIM v.2

Finite Element Sea Ice Model version 2 (FESOM v.2, Danilov et al., 2015) is a

dynamic-thermodynamic sea ice model on unstructured meshes. It uses the same tri-

angular meshes as its counterpart ocean model (FESOM, Wang et al., 2014). The model825
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employs the Parkinson and Washington (1979) thermodynamics. It includes a prognos-

tic snow layer (Owens and Lemke, 1990) with the effect of snow-ice conversion due to

flooding accounted. Heat storage in ice and snow is neglected, so that linear temperature

profiles in both layers are assumed (so-called zero-layer approach of Semtner, 1976). For

the computation of ice (and snow) drift, the model provides options of the viscous-plastic830

(VP, Hibler, 1979), the elastic- viscous-plastic (EVP, Hunke and Dukowicz, 1997; Hunke,

2001) and the modified EVP (mEVP, Bouillon et al., 2013) rheologies. In the AWI-

FESOM CORE-II simulation the EVP rheology was used. The dry and wet ice albedos

are set to 0.7 and 0.68, respectively; and the dry and wet snow albedos are set to 0.81

and 0.77, respectively.835

Gelato v.5

Gelato is a multi-category, enthalpy model with prognostic sea ice salinity. In the

present study, 4 ice thickness categories are considered: 0-0.3 m, 0.3-0.8 m, 0.8-3 m and

over 3 m. Transitions or mergers between these categories may occur as ice thickness

varies thermodynamically or due to sea ice transport and redistribution through rafting840

and ridging. Every ice category has 9 vertical layers in the ice part of the slab, and

can be covered with one layer of snow, for which snow ageing and snow-ice formation

processes are considered (Salas Mélia, 2002). The albedo of bare, dry ice albedo is a

function of thickness (Flato and Brown, 1996). However, this albedo is modulated by the

age of sea ice: if an ice slab is older than 6 months its albedo is relaxed to the albedo of845

thick, dry ice. The albedo of melting bare ice is a model parameter (equal to 0.56 in the

simulation), since this albedo implicitly includes the contribution of surface melt ponds,

which are not modeled by GELATO.The albedo of snow is as specified by Flato and

Brown (1996). The salinity of sea ice is a prognostic variable, following Vancoppenolle

et al. (2009). Ice velocity is computed following Hunke and Dukowicz (1997), and sea ice850

transport is represented by an incremental remapping scheme (Lipscomb, 2001). Gelato

v.5 is used in CNRM.

LIM v.2

The Louvain-la-Neuve sea ice model version 2 (LIM v.2, Fichefet and Maqueda, 1997;

Bouillon et al., 2009) is a dynamic-thermodynamic sea ice model with three layers (one855
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layer for snow and two layers for ice). Vertical and lateral sea ice growth/decay rates

are obtained from energy budgets at the upper and lower surfaces of the snowice cover,

and at the surface of leads present within the ice pack. It allows seawater to infiltrate

the snow-ice interface, when the load of snow is large enough to form a snow ice cap.

The surface albedo depends on the state of the surface, the thickness of the snow and860

ice covers and sky conditions. The model uses elastic-viscous-plastic (EVP) ice rheology

(Hunke and Dukowicz, 2002). LIM v.2 is used in CERFACS, Kiel-ORCA05 and NOC.

MK89–CICE

The sea ice model MK89–CICE is based on Mellor and Kantha (1989), but the treat-

ment of thickness categorization, ridging, rheology, and albedo follows the Los Alamos865

sea ice model (CICE, Hunke and Lipscomb, 2010). There is one-layer sea ice with heat

content overlain by one-layer snow without heat content. Sea ice in a grid cell is divided

into five thickness categories. Fractional area, snow volume, ice volume, ice energy, and

ice surface temperature of each thickness category are transported using multidimensional

positive definite advection transport algorism (MPDATA, Smolarkiewicz, 1984). Formu-870

lation of sea ice albedo is based on the default (CCSM3) method in the Los Alamos

sea ice model with some modifications of parameters. Downward shortwave radiation is

partitioned with a fixed ratio: 0.575 for visible and 0.425 for near infrared. The bare

ice albedo is raised from the default value: 0.8 for visible wave lengths and 0.58 for near

infrared wave lengths. Other parameters are the same as listed in the CICE manual.875

In MRI models the bulk transfer coefficient over sea ice is 3.0 × 10−3 for momentum

and 1.5 × 10−3 for specific heat and sublimation as used by Mellor and Kantha (1989).

MK89–CICE is used in MRI-F and MRI-A.

SIS v.1

Sea Ice Simulator (SIS v.1) is a dynamical-thermodynamical sea-ice model where880

the elastic-viscous-plastic rheology (Hunke and Dukowicz, 1997) is used to calculate ice

internal stresses and the thermodynamics is represented by a modified Semtner scheme

from Winton (2000). SIS has three vertical layers, including one layer of snow cover

and two layers of equally sized sea ice. In each model grid, five categories of sea ice are

considered, according to the thickness of sea ice. A simple scheme moves ice between885
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categories when category thickness bounds are transgressed due to thermodynamic or

dynamic changes. It has no ridging parameterization. The albedo parameterization is

anchored to fixed snow and ice albedos (Briegleb et al., 2002). Broadband dry albedos for

snow and ice are 0.85 and 0.65, respectively. SIS v.1 is used in GFDL-MOM, MOM0.25

and GFDL-GOLD.890

Appendix B. Definition of freshwater content and transport

The Arctic sea ice freshwater content (FWC) is defined as
∫∫

A

Sref − Si

Sref

ρi
ρo
hids (1)

where the integration is taken over the Arctic surface area A, hi is the effective sea ice

thickness (mean thickness in a grid cell), ρo is the reference ocean density (in the model

it is used for the volume conversion between water and sea ice), ρi is the sea ice density.

The Arctic sea ice freshwater transport through a transect is defined as
∫∫

L

Sref − Si

Sref

ρi
ρo
hividl (2)

where the integration is taken over the section line L, vi is the ice drift velocity normal895

to the transect. Snow freshwater content and transport are defined similarly by using

snow effective thickness, salinity and density. Total solid freshwater transport is the sum

of sea ice and snow freshwater transports.
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